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IBootstrap Decision Making

Executive Summary

We examined human numerical evaluation, discriminant analysis,
and a bootstrap approach to decision making in the psychophysiological
detection of deception with the control question test. The data for these
analyses were obtained from the Utah Cooperative Working Group
Database and consisted of 100 innocent and 100 guilty subjects of mock
crime experiments. We found statistically equivalent performance for the UiU
three approaches. However, it should be noted that the human evaluators UNIRSITY
used in this study were not representative of the average polygraph OF

U i examiner, and the human evaluation data reported in this study are likely to
have substantially overestimated the accuracy of human numerical NORTH
evaluation in the field. Taken in that context, the performance of the DAKOTA
statistical classifiers should be viewed very favorably. In absolute terms,
the bootstrap approach outperformed the other two approaches. As
compared to discriminant analysis, the bootstrap has much to recommend
it. It avoids the restrictive mathematical assumptions of discriminant
analysis, and since it is not tied to any empirical standardization sample,
the bootstrap is likely to be widely generalizable. It was concluded that
statistical decision making has come of age ir the detection of deception
and should see universal application in the field in the near future.
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Background

Polygraph Tests in the National Security Systems

I Polygraph examinations play an important part in the Personnel
Security Programs of the Department of Defense and other United States
government agencies (Department of Defense [DOD], 1991; Honts, | ll
1991a). Virtually all federal agencies concerned with national security and i

law enforcement employ a staff of polygraph examiners. Many, if not most, UNIVERSITY3 of those agencies use polygraph tests for personnel security screening, OF
both before hiring and during employment. In the Counterintelligence NORTH
Scope Polygraph Program alone, the Department of Defense ran 17,4433 such tests in fiscal year 1990. With so many individuals being affected, and DAKOTA
with such important national security decisions being made, it is critical that
such polygraph tests be as accurate as possible. Unfortunately, recent
research (Barland, Honts, & Barger, 1969; Honts, 1989, 1991a, 1991b,
1992) suggests that the accuracy of security screening polygraph tests is
well below that of federal law enforcement applications (for example see
Raskin, Kircher, Honts, & Horowitz, 1988).

3 Weakness in Current Polygraph Practices

One area where most federal polygraph examinations appear to be
weak is in their diagnostic methods. That is, they appear weak in the
analysis of polygraph data (charts), and in the decision making that follows
data analysis. When a control question test is used, the current state of3 practice in federal polygraph data analysis has the examiner evaluate the
data by applying a semi-objective system of 29 criteria to each relevant and
control question pair. The examiner derives a total numerical score for
each question and applies a relatively complex decision rule for deciding
the outcome of the examination (Department of Defense Polygraph
Institute [DODPI], 1990).

However, this approach to diagnostic decision making in the
detection of deception has been criticized. In particular, the 29 semi-
objective criteria taught at the Department of Defense Polygraph Institute
have been criticized because they lack empirical support and because
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some of them violate basic psychophysiological principles (Honts & Perry,
1992; Raskin, 1986). The decision rules used by federal examiners can
also be criticized because, on their face they appear to be arbitrary, and
they are without empirical validation. Further, it is generally known that the
validity of any diagnostic technique that relies on human interpretation of
complex data can be adversely affected by bias, drift, inexperience and
incompetence (Nunnally, 1978). In support of this notion one study found
that federal examiners produced inter-rater reliabilities as low as 0.36 in
scoring respiration tracings (Honts, 1989). It may well be that the poor
accuracy found in security screening applications of polygraph testing is
due to the unavoidable biases of human decision making under the
extreme base rate conditions of the national security setting (see Honts,
1991a for an elaboration of the base rate problem in national security
screening).

Statistical Decision Making, A Possible Solution

One possible solution to the problems associated with human-
based data analysis and decision making in the detection of deception may
lie in the adoption of a computer based statistical decision making
approach. There is an extensive scientific literature concerning clinical
versus statistical decision making that suggests that statistical decision
models usually outperform human evaluators (Wiggins, 1981). At least one
such statistical decision making system is currently available commercially,
and is known as the Computer Assisted Polygraph System ([CAPS]
Kircher & Raskin, 1991). That system uses a multivariate classification
technique know as discriminant analysis followed by Bayesian probability
modeling to provide a posterior probability of truthfulness. The data
analysis used by the CAPS and the data upon which it was originally based
have been described in detail by Kircher and Raskin (1988).

Briefly, Kircher and Raskin (1988) conducted a laboratory
experiment with 100 subjects, half of whom enacted a mock theft. The
physiological data were collected on-line and were converted to digital
form by a computer. Features were extracted from the physiological
waveforms associated with relevant and control questions. These feature
values were converted to a common metric through standardization. An
average value was calculated for each of the features for control and
relevant questions. Then the average value for relevant questions was
subtracted from the average value for control questions. The feature
difference scores were then subjected to discriminant analysis. The
number of variables retained for analysis were reduced by empirical and a
priori methods (ultimately to three in Raskin et al., 1988). Discriminant
analysis then provided optimal weights for the variables to be used in a
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i classification equation. The discriminant classification equation was then
applied to each subject's data to generate a single discriminant score for3 that subject. The mean and standard deviation of the discriminant scores
for innocent and guilty subjects were then calculated and used as an
estimate of the population values for those distributions. Cross validation
trials were conducted by applying the discriminant equation to subjects
from other experiments. Discriminant scores were then calculated, and
probability densities for those discriminant score were computed with

_- respect to the empirical truthful and deceptive populations. Those
probabilities, along with the base rate, were entered into Bayes Theorem to
determine an a posteriori probability of truthfulness for each subject. This
soft information was then converted into a hard decision by the application
of either an arbitrary or empirical decision rule (see, Honts, Raskin, Kircher,
& Horowitz, 1988; Kircher & Raskin, 1988; Raskin, et al., 1988).

Possible Weaknesses of the Discriminant Analysis
*Approach

The original Kircher and Raskin (1988) five variable model, and the
simpler three variable model sold in the commercial application, have
shown considerable general validity on cross validation, performing as well
as, or better than, human evaluators in five laboratory (Gatchel, Smith, &I Kaplan, 1984; Honts, 1986, Honts & Carlton, 1990; Horowitz, 1989, Rovner,
1986) and two field (Raskin, Kircher, Honts, & Horowitz, 1988; Raskin,
Horowitz & Kircher, 1989) studies. However, discriminant analysis is
limited in its application by three potential problems.

3Problem 1: Small Sample Sizes. Discriminant analysis operates on
a vector of k variables, and retains a subset of weighted variables that
provides for the maximum linear discrimination of the groups (Cooley &3Lohnes, 1971). With two criterion groups, only one discriminant equation
results. Unfortunately, the stability of the weights, and to some extent the
stability of the variables chosen for the equation, depend upon the number
of subjects used in the analysis. Estimates of the minimum number of
subjects needed to obtain stable variable subsets and variable weights are
usually given as a subject to variable ratio. Estimates vary widely, with
recommended ratios as low as 5/1 or as high as 200/1. Clearly,
discriminant analysis modeling in the detection of deception has been
operating toward the lower end of this suggested range. Therefore, the
stability of the variable subsets and the obtained weights in the current
studies is suspect.

IProblem 2: Restrictive Assumptions. Discriminant Analysis makes

the following three assumptions: (1) the relationship between the variables

7
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U is linear, (2) the continuous variables come from multivariate normal
populations, and (3) the covariance matrices for the groups are equal.3 These assumptions are often not met in actual data sets. For example, the
covariance matrices in the Honts and Carlton (1990) study were not equal.
To the extent that these basic assumptions are not met, the predictive
accuracy of discriminant analysis will be decreased (Betz, 1987).

Problem 3: Issues Of Generalizability. The generalizability of a
given predictive discriminant equation is dependent upon meeting the
assumptions of the technique, and upon the origin of the data on which the
equation was developed. The Kircher and Raskin (1988) approach was
largely based and cross validated on laboratory data. The extent that
laboratory data generalize to field situations is a matter of considerable
heated debate. Many of the critics of lie detection state opinions that
laboratory data are essentially worthless for generalization to the field
(lacono & Patrick, 1978; Lykken, 1981).

One response to potential problems of generalizability of laboratory
data is to collect field data. Raskin et al. (1988) collected field data from the
United States Secret Service and tested the Kircher and Raskin laboratory
statistical model. Some modifications of the discriminant equation were
found to be necessary. However, the cross validation and/or model
building on field data is only a partial solution to the generalizability
problem. Currently, extant confirmed field data sets are small in size. They
are also subject to a number of sampling biases and to at least some
uncertainty in the quality of their ground truth confirmations. Some authors
have stated that the sampling problems associated with conducting field
studies in the detection of deception are so severe that they may not be
solvable (Patrick & lacono, 1991). These sampling biases may severely
limit the generalizability of data analysis conducted on field data sets. Even
if solutions to the problems of sampling bias can be found, field studies are
notoriously difficult and expensive to conduct. Therefore, the prospects for
the development of large N, high quality, highly generalizable, field data3 sets for model building in the near future seems dim.

The generalizability problem may be particularly acute when
attempting to apply statistical decision making to security screening.
Laboratory research on security screening polygraph tests has failed to
find accuracies as high as those found in laboratory studies of law
enforcement-type testing (Honts, 1991a). This suggests that statistical
models built in the context of law enforcement testing may be not be
appropriately applied to screening situations. Statistical models could be
built on data obtained in laboratory screening studies, but then those
results would be subject to the same criticisms and concerns as those5 associated with laboratory data in law enforcement simulations. Moreover,
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field data for national security screening studies will be extremely difficult to
develop. It seems likely that large numbers of confirmed deceptive
subjects will be almost impossible to obtain in the context of national
security screening since the base rate of espionage is so low in the field,
and because current research suggests that the false negative rate for
detecting security violations in the field is very high (Honts, 1991 a).

9
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Bootstrapping: A New
Approach to Statistical

Decision Making

In the present study we examined the potential utility of a relatively
new, computationally intensive method of data analysis known as
bootstrapping (Diaconis & Efron, 1983; Efron, 1979; Wasserman & UN
Brockenholt, 1989) for polygraph decision making. Bootstrapping was an UNIVERSITY
attractive choice for use as a polygraph decision maker for two reasons.
First, it made no restrictive mathematical or distributional assumptions of OF
the data, and second, it potentially avoided problems of generalizability NORTH

since each decision was based only on the data available from the subject DAKOTA
in question.

A Conceptual Introduction to Bootstrapping

The bootstrap technique has been described in detail in a number of
places, and accessible descriptions have been provided by Diaconis and
Efron (1983) and Wasserman and Brockenholt (1989). Conceptually, the
bootstrap procedure is as follows. Consider the following simple example
adapted from Simon and Bruce (1991). Two samples size N = 10 are
obtained. The mean of sample A = 29.5 and the mean of sample B = 28.2.
You are interested to know if those means are really different. Formally, we
have a null hypothesis that the two means are not different and an
alternative hypothesis that the means are different. The statistical question
is: How likely are we to have drawn two samples of size N = 10 from the
null hypothesis population that are as different as, or more different, than
1.3 units. This statistical question might be answered traditionally through
the use of a t-test. However, use of the t test requires certain assumptions,
such as homogeneity of variance, normal population distributions, and
interval scale measurement, that may not be met by the data at hand.
Bootstrapping answers this question without reference to such restrictive
assumptions.

A bootstrap solution to the above problem is as follows. First, since
our null hypothesis is that there is no difference between A and B, we can
therefore consider all 20 of the subjects to be representative of the null

10
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hypothesis population. To bootstrap a solution to this problem, each
subject is assigned a number and those twenty numbers are thrown into a
hat. A random sample, A , of size N = 10 is drawn from the hat with

samreplacement and is used to represent A. Then a second random sample,
B , of size N = 10 is drawn from the hat with replacement and is used to
represent B. The difference between the mean of A and B is calcu-

sam sam
lated and is stored. This process is repeated many times. The more times
the sampling process is repeated, the more exact the approximation of the
true sampling distribution of the difference between the means. Generally,
at least 400 resamplings are necessary for a useful approximation of the
sampling distribution, and 1500 resamplings generally gives a close
approximation to the true sampling distribution (Searls, 1991). Once the
resampling process is completed, the samplii ig distribution created by the
retained difference scores can be used to evaluate the likelihood of
obtaining a difference score as large as, or larger than, the one obtained
between the two original samples. This is accomplished by calculating the
probability associated with the area under the curve as extreme as, or more
extreme than, the obtained value. Simulation studies have been conducted
on bootstrap approaches to hypothesis testing and those studies have
found the bootstrap to perform comparably to traditional parametric
statistics when the assumptions of those statistics are met, and to
outperform them when the parametric assumptions are violated
(Thompson, 1991). Furthermore, the bootstrap has been recommended
for consideration in complex psychological problems where no
appropriate parametric statistics are available (Thompson, 1991).

Our Approach To Bootstrapping a Polygraph Decison

Our approach to polygraph decision making via bootstrapping was
as follows. As is described in detail below, the physio!ogical responses of
subjects to relevant a'd control questions were quantified by extracting 8
physiological features from each of the 9 presentations of control and
relevant questions in a control question test polygraph examination. Thus,
there were 72 data points for the relevant questions and 72 data points for
the control questions. These 144 data points were then used to create 2
vectors of data representing the responses to relevant and control
questions. Next, the relevant question vector was subtracted from the
control question vector to create a difference score vector. Then the
differerce score vector was summed to produce a single score. This sum
of the difference scores was the target statistic for the bootstrapping
process.

The bootstrapping process was as follows: The control and relevant
question vectors were concatenated into a single data vector. The order of
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the data in this combined vector was then randomized. Two new vectors of
length 72, were then created by random sampling with replacement from
the randomized combined vector. One of the new data vectors was
arbitrarily called a control question vector and the other a relevant question
vector. The relevant question vector was subtracted from the control
question vector and a difference score vector was created. The data within
the difference score vector were summed. The sum of the difference
scores was stored. This process was repeated 2000 times.

After the 2000th repetition, the mean and standard deviation of the
bootstrapped sampling distribution of the difference scores were
calculated. The obtained difference score was then evaluated as follows:
Using the bootstrapped parameters, the obtained difference score was
converted into a z-score. It was expected that innocent subjects would
produced positive z-score values, while guilty subjects were expected to
produce negative z-score values. The probability of obtaining a difference
score equal to, or less positive than, the obtained difference score was then
calculated using standard tables for the z statistic. Using this approach it
was predicted that innocent subjects would produce high probability
values. That is, we predicted that for innocent subjects most of the
bootstrapped difference scores would be smaller than the obtained
difference scores. It was also expected that guilty subjects would produce
small probabilities. That is, we predicted that for guilty subjects most of the
bootstrapped difference scores would be larger than the obtained
difference scores.

Performance of the bootstrapping approach was tested in relation to
the performance of independent human evaluators who used the semi-
objective scoring system developed at the University of Utah (Kircher &
Raskin, 1988). Bootstrap performance was also examined in relation to the
results of a discriminant analysis of the same data that had been adjusted
for overfitting with a jackknife procedure.

12
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Method: Phase I

Software For The Project.

Bootstrapping was conducted with programs written in the
Resampling Stats software language (Simon, Puig, & Bruce, 1991). Other
statistical analyses were conducted with SPSS/PC + (Norusis, 1988).

Hardware for The Project UNIVERSITY
OF

The data analysis was conducted on a 80386 25 MHz PC clone, NORM
equipped with an 80387 math coprocessor and 4 Megabytes of RAM. The
system used DOS 5.0 and Windows 3.1 for maximum memorj availability DAKOTA
to Resampling Stats.

The Project Data Base.

Data were obtained from the Utah Cooperative Working Group Data
Base. This data base contained the digitized data in CAPS format from the
following studies: Honts (1986), Honts and Carlton (1990), Horowitz,
(1989), and Kircher and Raskin (1988). All of these were mock crime
studies of the version of the control question test developed at the
University of Utah. This control question test contained three relevant and
three control questions that were presented on each chart. Within the data
base, there were complete data for 110 Innocent and 114 Guilty subjects
from the control groups in those studies. From that data base, 100
Innocent and 100 Guilty subjects were randomly selected for analysis using
the TAKE function of Resampling Stats. Data from the first three charts of
each examination were used in this study.

Procedure

Feature Extraction / Data Reduction Phase. Eight physiological
features were extracted for each of the relevant and control question
presentations, using the ARCHIVE software developed by Kircher (1990).
Those features were: electrodermal response amplitude, electrodermal
response duration, the number of peaks in the electrodermal response,

13
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cardiovascular response amplitude, cardiovascular response duration, the
number of peaks in the cardiovascular response, thoracic respiration
length and abdominal respiration length. These variables were chosen on
an a priori basis because they appeared to capture the major reactive di-
mensions of the three physiological systems most often measured during
polygraph testing. Feature extraction was done for three repetitions of the
questions (charts) and for three relevant-control pairs on each repetition.
This resulted in a 72 variable relevant question vector and a 72 variable
control question vector. Those data were then placed on a common metric
by conversion to z-scores. Our a priori assumption was that in all of our
physiological features, except the two respiration measures, larger feature
values reflected larger psychophysiological response. However, in the
respiratory system larger psychophysiological response is indexed by a
decrease in physiological activity. This is indexed by smaller feature
values. To facilitate interpretation and subsequent calculations, the
respiration length z-scores were reflected by multiplying all respiratory
feature values by (-1). A 72 variable difference score vector was then
created by subtracting the relevant question vector from the control
question vector. Thus, from our a priori perspective, all of the difference
scores were expected to have a positive predictive correlation with the guilt
criterion. That is, guilty subjects were expected to produce negative
difference scores, while innocent subjects were expected to produce
positive difference scores. The difference score vector was then summed
to yield a single difference score value. The obtained sum of the difference
scores served as the target statistic for bootstrapping.

The Bootstrapping Process. Bootstrapping was performed as
follows: The 72 variable control question vector was concatenated to the
relevant question vector. The order of the 144 variables in the
concatenated vector was then randomized. Two 72 variable vectors were
then created by random sampling with replacement from the 144 variable
concatenated vector. The first of the two 72 variable vectors was labeled as
a mock control question vector and the second was labeled as a mock
relevant question vector. The mock relevant question vector was then
subtracted from the mock control question vector resulting in a 72 variable
mock difference score vector. The mock difference score vector was
summed to give a single value. This sum of the mock difference scores
was then stored and the bootstrapping process repeated. Two thousand
repetitions of the bootstrapping processes were conducted for each
subject.

Decision Making. The mean and standard deviation of the boot-
strapped sampling distribution of the sum of the difference scores were
calculated. Using those bootstrapped parameters, the obtained sum of the
difference scores was converted to a z-score. Then the probability of

14
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obtaining a z-score as positive as, or less positive than, the obtained
z-score was determined from a standard table of areas under the normal
curve (Pagano, 1990). Initially, for purposes of classification, all
probabilities greater than 0.50 were considered as truthful outcomes and
all probabilities less than 0.50 were considered as deceptive outcomes.
No probabilities equal to 0.50 were obtained.

Discriminant Analysis. The data base for discriminant analysis
was developed as follows: The same eight physiological features were
extracted for each relevant and control question presentation. I hose
values were then averaged across relevant and control questions and
across charts. Difference scores were calculated by subtracting the
average values for relevant questions from average values for control
questions. The data base for discriminant analysis was the resultant 8
variable difference score vector.

Our approach to discriminant analysis was to force simultaneous
entry of all eight variables into the discriminant equation. In order to control
for discriminant analysis' tendency to overfit the standardization data set, a
jackknife procedure was employed. In the jackknife, 200 discriminant
analyses were conducted using a remove one subject, build the
discriminant model, classify the one subject, jackknife procedure similar to
the one previously used by Honts and Devitt (1991). This analysis
produced a residual discriminant score and a dichotomous classification
as either truthful or deceptive for each subject. Those residual discriminant
scores and classifications were retained for comparison with the results of
the bootstrap analysis.

Human Evaluation. All of the data in the present study had been
evaluated by an independent human evaluator who was blind to the
subject's guilt status at the time the evaluation was conducted. The
independent evaluators in these studies were trained in and used the
numerical scoring developed at the University of Utah (Kircher & Raskin,
1988). All of the independent evaluators held Ph. D. degrees in
Psychology and they had all received graduate level training in
psychometrics and psychophysiology. Total numerical scores for the first
three charts were recorded for each subject included in this analysis.
Initially, subjects with positive scores were considered truthful outcomes,
and subjects with negative scores were considered deceptive outcomes.
There were five subjects with total numerical scores for three charts of zero.
Those five subjects were dropped from the initial comparison.

15
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Results & Discussion: Phase I

I The results of the three Table 1. Outcomes by the three
evaluations from Phase I are shown in classifiers In Phase I. (N = 195)
Table 1. The human evaluators
correctly classified 82.0% of the
subjects. The human evaluators' false Decision Truthful Deceptive

positive rate was 12.2%, while their Condition U

false negative rate was 23.7%. The -

classification efficiency (Kircher, Human
I Horowitz, & Raskin, 1988) of the Evaluation

human evaluators was calculated to be
r = 0.64. The jackknifed discriminant Innocent 86 12
analysis correctly classified 84.1% of
the subjects. The false positive rate Guilty 23 74
with the discriminant analysis was
13.3%, and the false negative rate was Discriminant
18.6%. Classification efficiency for the Analysis

discriminant analysis was r = 0.68.
The bootstrap classifications were Innocent 85 13
77.9% correct. The bootstrap
classification false positive rate was Guilty 18 79
18.4%, while the false negative rate
was 25.8%. Classification efficiency for Bootstrap
the bootstrap classifications was r = Analysis
0.56. The differences between the
classification efficiencies of the Innocent 80 18
bootstrap classifier and the other two Guilty 25 72classifiers were tested using theprocedures described by Klugh

(1970). The bootstrap classifiers efficiency was not statistically different

from the efficiency of the human evaluators, but was significantly less than
the efficiency of the discriminant analysis t(192) = 2.82, p < 0.01. The

I efficiencies of the discriminant analysis and the human evaluators were not
statistically different.

The discriminative power of these three techniques was also
assessed by correlating the numerical scores, the discriminant scores, and
bootstrap-obtained z-scores with the guilt criterion. All of the 200 subjects
were used for this analysis. The resulting point biserial correlations are
shown in Table 2. The differences between these correlations were tested.
The bootstrap-obtained z-scores were significantly less discriminative than
the discriminant scores, t(197) = 2.29, p < 0.05. However, the bootstrap
obtained z-scores and the numerical scores were not statistically different

16
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I
Table 2. Correlations of the Phase I Classifier Scores With the Guilty Criterion.

Evaluation = Human Discriminant Bootstrap
Evaluation Analysis Analysis

Point Biserial r 0.62 0.66 0.59

in their discriminative power nor were the numerical scores and the
discriminant scores.

I The initial results with the bootstrap classifier were somewhat
disappointing. The bootstrap classifier performed more poorly than the
discriminant analysis and although the differences between the bootstrap
classifier and the human evaluators were not statistically significant, in
absolute terms the bootstrap classifier performed more poorly than the
human evaluators.

In order to explore this outcome, we examined the data from the
subjects that the bootstrap procedure had misclassified. Our subjective
impression was that, although the electrodermal and cardiovascular
response amplitudes were often in the correct direction on these
misclassified subjects, the number of peaks variables often seemed to be
varying in the opposite to the predicted direction. In order to explore this
possibility, we correlated the averaged feature difference scores from the
discriminant analysis with the guilt/innocence criterion. The results of those
correlations are presented in Table 3. Both number of peaks variables
produced significant negative correlations with the guilty criterion.

Despite the fact that most numerical scoring systems treat a
response with larger number of peaks as a stronger physiological
response than a response with fewer peaks, these results strongly suggest
that the opposite is true. These results indicate that responses with less
complexity should be considered as the stronger responses. It should also
be noted that the overall discriminant analysis and the individual jackknife
analyses assigned negative weights to the number of peaks variables.
Given these results, we felt that the initial bootstrap analysis was run at a
disadvantage because of our a priori assumption that the number of peaks
variables were positive predictors rather than negative predictors. We,
therefore, decided to conduct a second wave of bootstrap analyses with
the values for the number of peaks variables transformed to indicate their
correct predictive orientation.

17
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Table 3. Inter-Correlations of Physiological Feature Difference
Scores and the Guilt Criterion.

[N =200 for all correlations, p < 0.05 for all values > 0. 13.1

EOD EDRN CDRA CDRD CORN TRL ARL GUILT

Eioctrodermal Response .79 -.30 .49 .41 -.22 .19 .30 .65
Amplitude (EDRA)

Electrodermal Response -.15 .43 .41 -.15 .18 .23 .55
Duration (EDRO)

Number of Electrodermal -.13 -.10 .14 -.20 -.20 -.31
Peaks (EDRN)

Cardiovascular Response .76 -.34 .09 .15 .39
Amplitude (CORA)

Cardiovascular Response -.15 .13 .18 .34
Duration (CORD)

Number of Cardiovascular -.17 -.21 -.15
Peaks (CDRN)

Thoracic Respiration .72 .30
Length (TRL)

Abdominal Reaspiration.3
Length (ARL)

* 18
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Phase I1: A Second Bootstrap

Method: Phase II

The method for the Phase II analyses was the same as for Phase I,
except that all of the variables in the initial 72 variable control and relevant
question vectors were multiplied by a 72 variable vector of ls and -is, 1K
arranged to result in a transformation of the signs of all of the number of UA
peaks variables before the calculation of difference scores. This process UNIVERSITY
effectively changed the number of peaks variables from negative predictors OF
to positive predictors. The bootstrap analyses were then conducted as
before. No changes were made in the analyses of the numerical scores or
the discriminant analyses. DAKOTA

Results and Discussion: Phase II

The results of the analyses from Phase II are illustrated in Table 4.
The bootstrap analyses now correctly classified 83% of the subjects,
compared to 82% and 84% for the human evaluators and the jackknifed
discriminant analysis, respectively. The false positive rate with the
bootstrap classifications was 18.4% as compared to 12.2% and 13.3% for
the human evaluators and the jackknifed discriminant analysis,
respectively. The bootstrap false negative classification rate was 15.5% as
compared to 23.7% and 18.6% for the human evaluators and the jackknifed
discriminant analysis, respectively. Classification efficiencies for the three
classifications were: r = 0.66 for the bootstrap classifier, r = 0.64 for the
human evaluators, and r = 0.68 for the jackknifed discriminant analysis.
Differences between the detection efficiencies were tested and none were
found to be significant. The improvement of the classification efficiency of
the bootstrap classifier in Phase II over the performance of the bootstrap
classifier in Phase I was tested and was found to be significant, t(192) =

2.53, p < 0.02.

The numerical, discriminant, and bootstrap z-scores, from all 200
subjects were correlated with the guilt criterion. The respective
correlations were: 0.62, 0.66, and 0.64. These correlations were not found
to be statistically different from each other.
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Table 4. Outcomes By The Three Classifiers

In Phase 11. (N = 195)

Decision Truthful Deceptive Detection

Efficiency r

Human Evaluation .64_

IInnocent 86 12

Guilty 23 74

IDtscriminant .68
Analysis

Innocent 85 13

Guilty 18 79

Bootstrap .66
Analysis

Innocent 80 18 11

Guilty 15 82
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